
  

STO-MP-SET-262 13 - 1 

 

 

Data Analytics and Machine Learning based on Trajectories 

Felix Opitz, Kaeye Dästner, Bastian von Haßler zu Roseneckh-Köhler, Elke Schmid 
Airbus 

Wörthstr.85, 89077 Ulm 

GERMANY 

felix.opitz@airbus.com,  

kaeye.daestner@airbus.com,  

bastian.vonhasslerzuroseneckh-koehler@airbus.com,  

elke.schmid@airbus.com 

ABSTRACT  

Modern surveillance networks are able to provide trajectories of all kind of vessels and aircraft worldwide 

or at least within extended environment. Best known are Automatic Dependent Surveillance – Broadcast 

(ADS-B) and (Satellite-) Automatic Identification System (AIS) used in air and maritime surveillance. Both 

of them are cooperative systems. It is foreseeable that ongoing trends like Internet of Things (IoT), 

digitalisation, automotive, smart cities and decentralisation (blockchain) will enable additional systems in 

the near future – e.g. in ground surveillance. Besides these systems sensor networks based on ground 

installations or mounted on airborne and space-based platforms deliver object trajectories independent of 

any cooperation. Examples include GMTI radar-based systems operating on UAV platforms or optical 

systems based on high altitude pseudo satellites (HAPS). These surveillance systems enable the extraction of 

mid- and long-term trajectories of any kind of objects. The real challenge will be the related situational 

awareness and the estimation of the intent of the tracked objects. Activity-based intelligence and the 

determination of patterns of life are a significant challenge for new systems. Otherwise, even modern 

surveillance systems are not able to take a real advantage of the gathered data. Data Analytics and Machine 

Learning are the most disruptive technologies to handle such massive data problems. To address trajectories 

various techniques are useful: Trajectories are partitioned into specific segments of interest using cluster 

algorithms. This help to decode their pattern of life based on unsupervised machine learning. There are 

dedicated metrics, which are used to compare trajectories as geometric objects. Or topological data 

analytics is applied to classify trajectories embedded in their specific environments. Trajectories can be 

sorted in different classes with dedicated representatives which ends up in statistical graphs and Markov 

transition models. This allows predictive analytics and the identification of anomalous behaviour. On the 

other hand, transponder and broadcast systems provide additional attributes of the tracked trajectories. This 

opens the whole area of supervised machine learning. The derived predictors realise the determination of 

object types and activities based on their trajectories. Finally, these new data analytic techniques have to be 

integrated in existing near real time surveillance systems. This requires specific system architectures as well 

as a completely new software and hardware landscape. So, trajectory-based Machine Learning is embedded 

on local or global clouds and uses dedicated mechanisms for distributed and parallel processing. 

1   TRAJECTORIES AND THEIR SOURCES 

A trajectory of an object like an aircraft, maritime vessel or a car is defined as a sequence  

 

of positions . According to the object’s environment these are latitude, longitude and altitude. It is 

assumed that these positions are in chronological order. Trajectories may be gathered by different sensors 

or receivers. We distinguish between trajectories coming from cooperative and uncooperative sources.  

https://dict.leo.org/englisch-deutsch/chronological
https://dict.leo.org/englisch-deutsch/order
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1.1   Sources of Trajectories 

Cooperative sources include Automatic Dependent Surveillance-Broadcast (ADS-B) and Automatic 

Identification Systems (AIS).   ADS-B has become indispensable in aviation in the last ten years [1], [2], [3], 

[4]. It is nowadays essential for air traffic control (ATC) and even for air safety since ADS-B can support 

Traffic Alert and Collision Avoiding systems (TCAS) as well [5], [6], [7]. Dense distribution of ADS-B 

receivers worldwide ensures a continuous coverage over land but results also in huge data traffic. Several 

ADS-B data providers, e.g. Flightradar24 [8], ADS-B Exchange [9], FlightAware [10], etc., have started to 

store this data and offer them for commercial use. The data contains the aircraft identity by the ID of the 

International Civil Aviation Organization (ICAO) [11], the radio call sign, the flight number but also the 

aircraft location and kinematics for a given time, e.g. course and speed over ground, flight level and climb or 

sink rate. The location is based on GPS, while the dynamics are calculated from platform sensors.  

AIS is an automatic tracking system used on ships and by vessel traffic services (VTS) [12], [13]. AIS is 

required by the International Maritime Organization's International Convention for the Safety of Life at Sea 

for international voyaging ships with 300 or more gross tonnage and all passenger ships regardless of size. 

The most important use case is collision avoidance for water transport. Vessels fitted with AIS transceivers 

can be tracked by AIS base stations located along coast lines or satellite based AIS receivers (S-AIS).  AIS 

equipped ships have an assigned mobile service identity (MMSI) to guarantee their unique identification. 

The position information is also based on GPS receiver complemented by additional electronic navigation 

sensors, such as a gyrocompass or rate of turn indicator.  

Both, ADS-B and AIS can deliver long term trajectories because of the inherent association information 

based on ICAO or MMSI codes. This makes them very valuable for statistics including data science and 

machine learning. 

However, data received from cooperative tracking has gaps, since ADS-B and AIS transmitters are not 

always mandatory. Additionally, military aircraft have been observed to switch off ADS-B transmission 

during certain missions. Small boots are often not equipped with AIS. Finally, vessels switch off the 

transponders during illegal operations or perform spoofing. 

Primary radar in ATC or coastal surveillance or airborne Ground Moving Target Tracking (GMTI) radar do 

not relay on the cooperation with the aircrafts or maritime vessels. They are also able to deliver extended 

trajectories as long as the targets are continuously tracked. The partition of all the measured object positions 

into trajectories requires dedicated tracking systems [14], [15], [16]. In contrast to cooperative systems, a 

trajectory may be split in different parts if the tracking continuity is interrupted. 

1.2   Processing Architectures for Trajectories 

The processing of whole trajectories also implies a switch in classical real-time surveillance systems. Their 

focus was up to now the detection and tracking of the objects which fly or move on land or sea in real time.  

Data analysis and Machine learning based on temporary extended trajectories uses a big data architecture – 

the so called λ-architecture. The data processing is spread out in three different layers [17], [18]: 

• Batch Layer 

• Serving Layer 

• Speed Layer 

The batch layer continuously receives and stores the raw trajectories. This may be on a distributed filesystem 

and/or database, e.g. Hadoop HDFS or Cassandra [19]. Here, the trajectories have to be cleaned, transformed 
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and presented in a way that different applications can access needed information quickly [20].  

According to the interest of the user, trajectories have to be processed with methods related to data analytics 

and supervised or unsupervised machine learning. E.g. trajectories can be used to generate pure statistics – 

like heat maps. Or their pattern of life can be analysed and visited areas or covered routes can be extracted. If 

trajectories are attributed with further information related to their vehicle type or activity they can be used to 

train classifiers or predictors.  This is supported by well-established tools like Spark [21] and a broad 

spectrum of machine learning libraries [22], [23], which enables processing of large data volumes by 

distributed processing. All this is localised in the serving layer and does not necessarily happen in real time. 

The real time aspects are considered in the third layer – the speed layer. Here, the learned patterns and 

classifiers of the serving layer can be applied to the ongoing data stream to deliver real-time anomaly 

detection, predictive estimations, classification or even identification. For non-cooperative targets the speed 

layer possesses a tracking functionality, which can be used to aggregate single measurements to trajectories 

and to feed the batch layer. 

Using this architecture allows a smooth integration of the big data and machine learning environment into 

already established and proven real time surveillance systems [18], [34]. Dependent on the systems 

requirements, a real time system can be enriched with either batch- and serving layer or an extraction of the 

serving layer, containing trained models and batch views only. The latter approach enables theses 

functionalities also for systems used in the field, which mostly have hardware limitations. 

 

Figure 1: Lambda Architectures. 

2 HEAT MAP GENERATION AND VISUAL SITUATION ASSESMENT 

Heat maps offer an elementary but nevertheless very intuitive way to improve situation awareness based on 

trajectories. Basically, this means defining a spatial grid and evaluating statistics for each grid cell. This 

includes the number of hits with trajectories, the average speed, course, etc. Some statistics will follow 

mono-modal distributions others are multi-modal. These heat maps can be presented in a graphical layer. 

Comparing the actual situation with the heat map offers an increase in situation awareness in a very visual 

way. The generation of such statistics is supported in the serving layer with modern tools of distributed 

processing like Spark. With these tools it is possible to generate even global heat-maps on long term basis 
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and to adapt these to different time windows continuously. Additionally, these heat maps can be used to 

generate warnings or alarms. 

 

Figure 2: Examples for Long term Heat maps. 

3 UNSUPERVISED MACHINE LEARNING FOR TRAFFIC ASSESSMENT 

3.1 Area of Interest Extraction by Point Clustering 

There are several areas of interest a trajectory normally passes through. This could be e.g. airports, heliports, 

harbours, specific areas close to offshore drilling rigs and wind parks or landing areas of ferries. Plots 

belonging to these areas are easily to extract from the trajectories. They are characterised e.g. by low speed 

or climb rate or simply by the fact that they locally start or terminate trajectories. After their extraction these 

plots can be clustered. The convex hull of these point clusters are candidates for areas of interest [24], [25], 

[26].  
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Figure 3: Clustered Harbours and airports. 

The most popular cluster algorithms are k-MEAN and density-based spatial clustering (DBSCAN) [22], 

[23], [26], [27]. The advantage of DBSCAN is the capability to simultaneously determine the number of 

point clusters, i.e. it applied even if the number of clusters is unknown.  

The most important extension to the DBSCAN is known as OPTICS (Ordering Points to Identify the 

Clustering Structure).  

The special challenge of clustering is its implementation for very large datasets in dedicated IT environments 

like Spark, because these algorithms are per se not parallelisable like k-MEAN. To split the task into several 

tasks the data has to be separated prior to processing. Data partitioning into geo grid tiles is one way to go, 

while each tile can then be clustered in parallel [25], [28]. 

 

Figure 4: Principle of clustering of aggregated points. 

If the data used for clustering contains an identifier, e.g. MMSI or ICAO, relations between objects and 

harbours/ airports can be extracted, such as the traveling behaviour between harbours/ airports. This finally 

opens the door to data mining and relational graphs. 

 

Figure 5: Some Harbour connections of Hamburg based on one-month AIS data. 
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Besides the extraction of areas of interest, this processing leads to the partition of trajectories into graphs, 

where the vertices (nodes) correspond to the areas of interest and the edges to the sub-trajectories with 

known starting and end node. So, this processing ends up in an inherent pattern of life analysis of the 

trajectory’s objects. 

2.2 Route Extraction by Trajectory Clustering 

If trajectories between two areas or points look similar this may be an indication that they follow the same 

infrastructure or routes. So, the comparison of trajectories enables an elegant way of traffic flow analysis. 

This may be used to detect hidden routes e.g. for smuggling or other activities. Or the deviation from highly 

frequented routes may be a reason to focus attention because of piracy or kidnaping. To judge the similarity 

between trajectories in a mathematical manner requires the definition of a distance between them. 

A widespread method to define a distance between trajectories is inspired by language processing, called 

dynamic time warping (DTW) [29], [30], [31]. The central idea within this method is the construction of a 

warping path, i.e. an assignment between the points of two trajectories, see Fig.6. Then one can define a 

distance between two trajectories as the sum of the warping distances.  

Other distances are the Hausdorf [30] or Frechet-Distances [30], [32]. 

 

Figure 6: DTW and warping path. 

Having defined a distance between trajectories, clustering (e.g. DBSCAN or related methods) can be applied 

to find trajectory clusters, i.e. trajectories which following similar movement patterns [25], [26], [33], [34], 

[35].  

Moreover, averaging methods like the DTW-Barycentre Algorithm [35] can be used to calculate dedicated 

representatives of these trajectory clusters. These representatives are very convenient to build up a route 

map. Fig. 7 shows trajectory clusters between airports based on ADS-B and routes based on averaged AIS 

trajectories.  
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Figure 7: DTW Clusters and Average routes. 

2.3 Route Assignment, Prediction and Anomaly Detection 

Routes are coarsened by a grid tile and are described by a set of continuous tile indexes. Typically for 

indexing the OSM standard is used [36], which is given by: 

 

 

z is the zoom level, which is e.g. the size of a city for zoom level 11 or small road for zoom level 15 [36]. 

Using this conversion from geo location to a grid index, each track update can be assigned to a tile. With a 

query on a route table that is stored in a No-SQL database, every route containing the same index is received. 

Finally, a comparison between track heading and route direction and including the count of track 

contributions gives the possible routes the track might travel on. So, for a set of routes R the query returned, 

the following probability estimation applies: 

 

Where  

• route ,  

• is the count of track contributions for the ith route and   , 

• the north oriented angle between the jth and (j+1)th tile centre location..  

If the track identifier (MMSI, ICAO) are known they can be compared with the list of identifiers that 

each route owns. If it is found for a route, it gives the assignment more confidence. 
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Figure 8: Principle of the track to route assignment. 

Finally, route maps and additional route statistics are the basis for numerous anomaly detection approaches. 

It creates relations between known objects, e.g. vessels or aircraft and new generated data, e.g. harbours, 

airports, routes. AIS and ADS-B data from data provider enrich this knowledge spectrum with additional 

data, e.g. nationality, airline, aircraft or vessel type, etc. So, there is much information of different kinds of 

relations available that offers new opportunities for data mining and anomaly detection.  

3 SUPERVISED MACHINE LEARNING FOR CLASSIFICATION 

Labelled data, e.g. AIS or ADS-B data, is typically used for supervised machine learning, especially 

classification topics. Each trajectory point has one or more labels, e.g. the ship type, navigation status for 

AIS and military flag, aircraft type for ADS-B, which can be learned in association to given so called 

features of the trajectory. These features are derived from the complete or windowed trajectories and are 

based on the object’s positional and kinematical history. So, the label can be predicted just based on the 

positional or kinematical features of the trajectory after the training process, which takes place at the serving 

layer.  

 

Figure 9: Principle use of a machine learning classifier. Labelled data is used for learning and 
the model is saved to HDD. The classifier uses e.g. radar data to predict the label. 

For classification tasks a lot of classical machine learning algorithms are known, such as: Logistic 

Regression, Supported Vector Machine, Decision Trees, Ensembles of Decision Trees, e.g. Random Forest, 

Gradient Boost Tree and Multi-Layer Perceptron, which is the simplest form of a neural network [22], [23], 

[27].  

Which algorithm should be chosen depends on the implementation constraints, e.g. integration environment, 

learning time, number of labels etc. as well as on the data itself. Normally these algorithms expect an even 

distribution of all label classes since they learn the association between different feature forming and a label. 

If the distribution of classes is highly imbalanced, additional strategies have to be considered that consider 

the occurrence of minority and majority classes. Known strategies are class weighting, under- and 
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oversampling [37], [38], [39], [40], [41], [42], [43]. However, every classifier reacts differently to these 

strategies but also to the feature data itself. So, it should always be considered, what information is available 

and how it affects the classifier. 

 

Figure 10: Class Imbalance for military and civil aircraft. 

Finally, the classifier which was trained in the serving layer can be delivered to the speed layer and can be 

applied to the real time data streams of the trajectories.  

These classifiers can be used in two ways: First they can be used to detect spoofing within cooperating data 

sources, like ADS-B and AIS. So, they are used to detect illegal fishing, to discriminate between military and 

civil aircraft trajectories or other kinds of anomaly detection. Second, they can be used to allow classification 

capabilities for unlabelled, often uncooperating data sources, like coastal radar networks or GMTI radar 

applications [18]. 

 

Figure 11: Military surveillance patterns and dog fights. 

CONCLUSION 

Real time surveillance in military and security becomes a difficult task. Surveillance takes place in an 

ambiguous and complex environment and has considered asymmetric threats. The trial to address this 

challenge with an increased amount of data ends up in a big data problem. The user needs support to control 

the high data rates and to keep decision-making ability. 

On the other hand, the new big data world is a chance. Therefore, modern surveillance systems have to 

integrate big data concepts like lambda architectures. Further, it requires the usage of distributed data 

processing which is supported by the new Apache open source tool landscape, e.g. Spark, Hadoop, Kafka or 

Flink. Then worldwide localisation data received by networks like AIS, ADS-B and sensors delivers 

trajectories which pave the way for advanced data analytics, supervised and unsupervised machine learning 
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within surveillance systems. Finally, this improves decision support. 

It is possible to extract areas of interest for airborne, maritime and land scenarios. Further, the traffic between 

these points can be classified based on cluster algorithms and route maps can be extracted. Labelled 

trajectories can be used to train classifiers and predictors which can be applied in the real time processing.  
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